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Summary 
The Principal Civilian Deputy to the Assistant Secretary of the Navy 
for Research, Development and Acquisition told us that there is an-
ecdotal evidence to support the idea that the growing complexity of 
major Navy acquisitions drives cost growth in the major research 
and development programs. He wanted to know if CNA could dem-
onstrate this more rigorously. Further, if complexity turned out to 
be a major contributor to the growth of development costs, he 
wanted us to see if there were some ways to incorporate complexity 
into generating better cost estimates as early as the preparation for 
the Milestone B review. This would give executives better informa-
tion to make timelier decisions. Finally he also wanted us to see if 
there might be any implications for choosing to select a contractor 
as a lead system integrator. 

Discussions with engineers and cost estimators within the Navy and 
with the chief naval engineer produced the following working defi-
nition of complexity. For a system under development, think of the 
components as nodes. But the nodes do not function independ-
ently. They must interact in specific ways either synchronously or in 
sequence with other nodes for the system to function properly. 
These interactions among the nodes define the system complexity. 

Furthermore, the working hypothesis is that integrating and coor-
dinating these interactions is costly. It is these costs that may not be 
adequately taken into consideration when the initial cost estimates 
are developed. 

Armed with these insights, I focused on the development phase of a 
program as my level of analysis. I used the development contracts in 
the program as the nodes of my system definition. I used the maxi-
mum number of interfaces between pairs of nodes as a metric for 
system complexity.  

However there is another well-known aspect of a complexity. In this 
view, a model of a phenomenon is complex if it consists of multiple 
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independent variables that interact with each other (interactions ef-
fects) and exhibit nonlinearities (second-order effects).  

For example, suppose you have an aircraft program. For simplicity 
suppose that the major components are an airframe, the engines, 
and the avionics. This system has a level of system complexity al-
ready (three nodes). Now suppose the government changes its re-
quirement for engine performance. The engines must now be able 
to deliver twice their original power (a change in the scope of the 
effort). This will also lead to possible changes in the airframe be-
cause of the changed aerodynamics. It may also lead to changes in 
the avionics. If these changes alter the weight of the air system, they 
may lead to a requirement for even more power. So this second 
level of complexity may drive costs even higher through interactions 
that ripple throughout the system. In fact the unintended conse-
quences of this dynamic interaction may be exponential. 

To test whether system complexity interacts with other cost drivers 
at this alternative level of complexity, I included scope growth and 
pure cost overrun in my working model. I used multiple regression 
analysis on a dataset of 176 completed programs to test the hy-
pothesis.  

The result was that complexity is a statistically significant driver of 
development cost growth. In addition, there are second-order ef-
fects. Further, complexity interacts with scope growth to increase 
cost growth. Interestingly, I found that for sufficiently low levels of 
scope growth, there may be some initial gains from specialization 
associated with complexity. However, these gains are soon ex-
hausted and there is an upper bound on the level of complexity that 
could ever be optimal. This finding comports well with standard 
economic theory. 

On the other hand, for sufficiently high levels of scope growth, it is 
always optimal to keep complexity to an absolute minimum. These 
findings generally support the intuition behind the working hy-
pothesis, but in a more nuanced way. 

Using this specific and empirically based functional relationship be-
tween program cost growth and complexity, I developed three ap-
plications. The first application is an Excel-based simulation that 
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incorporates complexity in the model underlying its code. This 
simulation quickly updates cost estimates and risk estimates using 
the complexity of the program as a major input. This information is 
potentially available even before Milestone B. This application is 
available on the disc included with this paper. 

A second application provides a way to determine the optimal span 
of control (number of contracts) for a program. This is the first 
time various management rules of thumb about spans of control 
have been empirically demonstrated. 

A third application shows how to determine when choosing a single 
contractor as a prime or as a lead system integrator will be optimal. 
This has implications for selecting an acquisition strategy very early 
in the program, even before Milestone B. 

Based on the encouraging results of my analysis, I recommend that 
the Navy use the simulation to get more realistic risk-based initial 
development cost estimates that include the effects of complexity. I 
also recommend that the Navy consider using the results to inform 
its selection of an acquisition strategy before Milestone B. 

Finally, I recommend the Navy let us do further research on this 
topic. If a relatively robust set of technical readiness levels at the in-
ception of a suitably large set of programs could be made available, 
I could model the relationship between initial technical maturity 
and the risk of future scope growth. This could dramatically im-
prove my prototype model of complexity and the pilot simulation 
built on that model. This could make the pilot applications I devel-
oped even more useful to the Navy. 
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What is complexity? 
    For every complex problem there is an answer that is clear, simple, 
    and wrong. H.L. Mencken 
 
    Everything is simpler than you think and yet more complex than you 
    imagine. Anonymous 
 
    Any fool can make things bigger, more complex ... It takes a genius 
    and a lot of courage to move in the opposite direction. Albert Einstein 

 

The estimation of the development cost of a weapons system by the 
Department of Defense (DoD) is very difficult. A compounding dif-
ficulty is that an initial estimate often turns out to be overly optimis-
tic due to cost growth during the subsequent execution of the 
research and development (R&D) phase of the acquisition. Many 
believe that a major contributing factor to cost growth in the devel-
opment phase of an acquisition is the complexity of the system be-
ing designed and built. If I can develop a reasonable working 
definition of complexity and I can gather data that reasonably 
measure complexity, I should be able to test this hypothesis. 

What is a reasonable definition of complexity? The Oxford English 
Dictionary defines something as complex if it consists of many dif-
ferent and connected parts. These connected parts interact to con-
tribute to the performance of a desired function. More specifically, 
the parts must fit together in a well-matched way, and operate either 
in sequence or synchronously in very specific ways in order to gen-
erate the desired performance.  

A simple example may serve to illustrate the concept of complexity. 
Consider a mousetrap. The basic parts of a mousetrap are: a flat 
wooden platform to serve as a portable base, a metal hammer, a 
spring to charge the trap, a sensitive catch, and a metal bar to con-
nect to the catch. To work properly, these parts must be manufac-
tured in specific ways to fit together in a specific design. The trap 
must then be baited and some parts must perform functions syn-
chronously with other parts while other parts perform functions in a 
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specific sequence in order to get the desired outcome: trapping a 
mouse. So, even something that seems relatively simple is more 
complex than first consideration might suggest. 

This example demonstrates several characteristics of a complex sys-
tem. First, when I speak of a complex device I am concerned with 
system behavior. That is to say, I am concerned with how multiple 
components work together in specific ways at specific times to pro-
duce a desired system output or performance. Second, the system 
output is a product of the synergy of the system: the whole is more 
than the sum of the parts. Third, each component is a product of 
specialization and works with other specialized components in the 
system. This specialization is a result of a comparative advantage 
that a component has while it performs a particular action in the 
system. Fourth, the components operate synchronously or in se-
quence with each other in specific ways. And fifth, the design, inte-
gration, and coordination of these components in a system are 
generally costly.  

Engineers and scientists have begun to think about how to concep-
tualize the complexity of a system [1]. A conceptual design of how 
to think about a complex system is shown in figure 1 below. 

Figure 1. A schematic of a complex system 
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In this example, the vertices represent the components of the com-
plex system. Each component has a technical readiness level (TRL) 
that represents the technical maturity of the technology to manu-
facture that component. The maximum possible connections of 
these vertices represent the inter-relatedness of the components. 
For this example, consisting of six components, there are as many as 
15 connections between pairs of components. These connections 
are sometimes call edges. In general, if there are n components 
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(vertices), there are n(n-1)/2 possible edges. Associated with these 
edges are hypothetical integration readiness levels (IRLs). Scientists 
are envisioning ways to assemble the TRLs and the IRLs in a matrix 
which can then be measured and normalized to generate an overall 
system readiness level (SRL) [1]. A stylized fact is that, when a sys-
tem is more complex and has a lower extant level of technical ma-
turity associated with its development, development costs rise 
higher than expected.  

This architecture can then be applied at each level of design and 
manufacture. For example, we could think about the complexity of 
a component, itself made of subcomponents. At a higher level, we 
could think about the complexity of a system consisting of compo-
nents. At a still higher level we could think about a ‘system of sys-
tems’ consisting of systems.  

To make my investigation more tractable, I will use the R&D phase 
of a program as my level of analysis. This phase of a program may 
consist of one or more contracts, each of which defines work to be 
done to produce a component of the final product.  The contracts 
represent the vertices on the schematic shown above in figure 1.  

Using this basis for the definition and analysis of complexity, the 
plan of this paper is to describe my model, my basic methodology, 
and my assumptions. I plan to use this methodology and my as-
sumptions to measure and test the hypothesis, which is: complexity 
is positively correlated with the growth of the cost of the R&D phase 
of a program above the initial cost estimate for that phase. I then 
describe my data that I used to test the hypothesis. I then show the 
results of my analysis. I then describe some applications suggested 
by my results. Finally, I offer recommendations and a conclusion. 
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Preliminaries 

The model 

I used as the basis of my model previous work that has been done 
[2]. A schematic of that model is shown in figure 2 below. 

Figure 2. A schematic diagram of a cost growth model 
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This schematic shows that development cost growth in a program 
can be broken down into contract changes, pure overrun, and some 
residual amount [2]. The total development cost growth is meas-
ured from the total development value of the program at its incep-
tion as measured by the total original development contract budget 
base (CBB). I assume that the sum of the final project manager’s 
(PM) estimates for all the development contracts in a program is a 
good proxy for the final realized development cost of the program. 
Hence, the total development cost growth of the program is the dif-
ference between the final PM’s estimates for all the development 
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contracts in a program and the total of the original CBBs for the 
contracts. 

I can measure the sum of the contract changes for all the contracts 
in a program by noting the difference between the sum of the 
original CBBs for all the contracts and the sum of the final CBBs for 
all the contracts. This difference in program value represents new 
work or scope in the contract. Hence, I assume that this difference 
is a good proxy for scope growth. That is to say, this difference is 
highly correlated with program scope growth in the development 
phase. 

By definition, when the total allocated budget for a contract (TAB) 
is different from the CBB, there has been an over-target baseline 
(OTB). This difference between TAB and CBB represents pure cost 
overrun. I measure the difference between the total final TABs for 
all the development contracts in the program and the total final 
CBBs. This difference represents pure cost overrun in the develop-
ment phase of the total program. I represent this in my model with 
an indicator variable m which takes the value of 1 if there has been 
at least one OTB in the program, and a value of 0 if there have been 
no OTBs in any development contracts in the program. 

In my model, I assign the cause of the residual difference between 
the final PM’s estimate and the final TAB to complexity and other 
factors. This will become the basis for testing the hypothesis that 
program complexity is positively correlated with program cost 
growth. 

At this point, I want to introduce another aspect of complexity. 
There is a large body of literature on complexity and chaos theory 
that conceptualizes complexity as the presence of nonlinearities in 
the system, in addition to the previously described connections, 
feedbacks, and interactions between components in the system [3, 
4, and 5]. To capture this nonlinear aspect of complexity, I include 
interaction terms and second-order effects in my model [6] to see if 
they are significant. 

I also want to point out that I also measured and tested other poten-
tial models of development cost growth in a program. The potential 
predictors in these models included: program duration, program 
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schedule growth, service component (Army, Air Force, or Navy), 
and all of their associated possible interactions. None of these vari-
ables proved to be statistically significant explanations of cost 
growth in the development phases of programs; hence, these mod-
els were discarded. 

As a result, my model describes R&D program cost growth as a func-
tion of: 

 scope growth 

 pure cost overrun indentified with an OTB 

 complexity 

 interaction terms 

 second-order effects and 

 unobserved random factors 

A mathematical description of my model is in Appendix A. 

Methodology 

With a model in hand, I planned to use multiple regression analysis 
to analyze the data [6]. Before proceeding, I further refined my 
measurement of the variables by converting differences to percent-
age changes, so that program growth metrics were measured in 
rates of growth over the life of the program. For example an ob-
served program scope growth of 0.2 represents a 20 percent in-
crease in the scope contained in the program from its original work 
content. 

The various program growth rates were calculated as follows: 

 total program cost growth is: (total PM’s final estimate – total 
original CBB)/total original CBB 

 total contract change or scope growth is: (total final CBB – to-
tal original CBB)/total original CBB 

 pure cost overrun is measured by an indicator variable which  

 11 



  

 takes the value of 1 if there has been at least 1 OTB 

 takes the value of 0 if there have been no OTBs 

I measured complexity by associating the contracts in the develop-
ment phase of the program with component nodes in the system. I 
then calculated the number of potential connections or edges in 
the program. To prevent problems associated with division by zero 
when calculating elasticities later in the analysis, I ultimately meas-
ured complexity as the number of edges plus 1. The theory I am 
testing is that complexity causes additional integration and coordi-
nation activities that are costly and contributes to overall program 
development cost growth. 

I also wanted to include nonlinearities in the model. In addition to 
the inherent nonlinearity associated with my measure of complexity, 
I also included the interaction of scope growth and complexity as an 
additional nonlinearity. The theory is that scope growth changes the 
value of contract nodes and complicates the integration and coor-
dination of the contracts as program development continues. This 
added complication contributes to overall program cost growth. 

A further nonlinearity I included in the model is a second-order ef-
fect. I included the ‘complexity-squared’ variable as a possible addi-
tional variable affecting cost growth. The theory is that there are 
possible gains from specialization in the components of a complex 
system. Including this squared term allows me to test for this possi-
bility. 

Finally, I included unobserved factors contributing to program cost 
growth. I modeled this unobserved part of cost growth as a random, 
i.i.d. (identically and independently distributed) variable. I made 
the usual assumption that this random variable is normally distrib-
uted with a mean of zero and a homoscedastic (constant and finite) 
variance. The model is shown in mathematical terms in appendix A. 
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The data 
I used data from the Contract Analysis System (CAS) from DoD, 
available from the Director, Acquisition Resources and Analysis. 
This database included 220 programs with complete data. These 
programs were comprised of 1400 contracts. There were a total of 
16,854 records to sort through. The data spans 1970 to 2006. 

I found 176 programs with complete and accurate data that con-
tained at least one development contract. This dataset was what I 
used to analyze the model of complexity and program cost growth 
in the development phase. I included only the development con-
tracts for each program in my analysis. The data that I used in my 
analysis is in Appendix C. 

The programs were evenly distributed among the services. Of these 
176 programs, there were 

 57 Navy programs, 

 61 Army programs, and 

 58 Air Force programs. 

I did pair-wise comparisons of the services’ data for development 
cost growth. I did two non-parametric tests on each pair to see if the 
differences in the samples were significant. The results are shown in 
table 1. 
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Table 1. Test results of pair-wise sample comparisons (ten-percent level of significance) 
Null hypothesis Test p-value Result

Kolmogorov-Smirnov test 0.057 Reject null

Wilcoxon rank-sum test 0.079 Reject null

Kolmogorov-Smirnov test 0.010 Reject null

Wilcoxon rank-sum test 0.007 Reject null

Kolmogorov-Smirnov test 0.661
Fail to reject 

null

Wilcoxon rank-sum test 0.476
Fail to reject 

null

Navy sample program development 
phase cost growth comes from 
same distribution as Army cost 

growth

Navy sample program development 
phase cost growth comes from 

same distribution as Air Force cost 
growth

Army sample program development 
phase cost growth comes from 

same distribution as Air Force cost 
growth

 

 
The results of the pair-wise comparisons and the expected rank-
sums suggest that the Navy has generally lower development pro-
gram cost growth than the other two services, at the ten-percent 
level of significance. However, later testing of my full regression 
model found that service component was not a significant predictor 
of program development cost growth, at the five-percent level of sig-
nificance. 

The average program cost growth was 0.68 (68 percent). The me-
dian cost growth was 0.41 (41 percent). Of the 176 programs 

 166 programs had a positive total cost growth, 

 6 programs had a negative total cost growth, and 

 4 programs had zero total cost growth. 
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The average program scope growth was 0.47 (47 percent). The me-
dian scope growth was 0.21 (21 percent). Of the 176 programs 

 161 programs had a positive scope growth, 

 8 programs had a negative scope growth, and  

 7 programs had zero scope growth. 

The average program schedule growth was 0.22 (22 percent). The 
median schedule growth was 0.04 (4 percent). Of the 176 programs 

 102 programs had a positive schedule growth, 

 10 programs had a negative schedule growth, and 

 64 programs had zero schedule growth. 

In the dataset of 176 programs, there were 135 programs with no 
OTB. There were 41 programs with at least one OTB. 

In the dataset of 176 programs the minimum number of develop-
ment contracts observed in a program was 1. The maximum num-
ber of contracts observed in the development phase of a program 
was 12. The average number of contracts was 3. The median num-
ber of contracts was 2. There were a total of 515 development con-
tracts in the dataset. 
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Results 
I estimated the model of R&D program cost growth as a function of 
scope growth, cost overrun, complexity, the interaction of complex-
ity and scope growth, and complexity squared. Specifically I esti-
mated the following equation: cost growth = b_0 + b_1 * scope 
growth + b_2 * cost overrun indicator + b_3 * complexity + b_4 * com-
plexity2 +b_5 * scope growth * complexity. For the mathematics of the 
model, see appendix A. 

For the model, my results are shown in table 2 below. 

Table 2. Model results 

Model n = 176 F(5,170) = 341.70 p = 0.0000 R2 = 0.9095 Adjusted R2 = 0.9068
 

 
The F-statistic and the very low p-value for the model are evidence 
that the relationship between program development cost growth 
and the independent variables of the model is statistically signifi-
cant, at the five-percent level of significance. The coefficient of de-
termination (R2) suggests that the model explains 91 percent of the 
variation in the data. 

I did sample correlations among the independent variables of the 
model. The results are shown in table 3. 

Table 3. Sample correlation matrix 

Scope growth
Indicator variable for 

OTB
Complexity

Scope growth times 
complexity

Scope growth 1.000

Indicator variable for 
OTB

0.111 1.000

Complexity -0.051 0.241 1.000

Scope growth   times 
complexity

0.519 0.141 0.391 1.000
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Statisticians have developed a rule of thumb that if the absolute 
value of the sample correlation coefficient is greater than 0.7 for 
any two independent variables, multicollinearity is a potential prob-
lem [6]. The evidence in the correlation matrix suggests that multi-
collinearity is not a problem in my model. 

The specific effects of each of the cost growth drivers in the model 
are summarized in table 4 below. 

Table 4. Regression analysis results 
                                                                                                                                                                      

Varia ble Co efficien t p value

sco pe  grow th  (s cg) 0.96 9        
(0.03 43 )

0.0 00

co s t o ve rrun  ind ica to r  var iab le (m ) 0.27 9   
(0.05 54 )

0.0 00

com p lex ity  (e) -0 .0 2 23 8 
(0 .0 07 17 )

0.0 02

co m p le x ity 2 (e 2) 0.0 00 24 45 6 
(0.00 01 14 5)

0.0 33

in te ra ctio n o f scop e grow th an d 
com p lex ity  (sc g  * e)

0.0 30 6 
(0 .0 06 06 )

0.0 00

co ns tan t (k ) 0.1 89 5 
(0 .0 37 76 )

0.0 00

 

 

 

 

 

 

 

 

 
The p-values are very low for each estimated coefficient. This sug-
gests that all the coefficients are statistically significant at the five-
percent level of significance. The positive signs on the coefficients 
for scope growth and cost overrun comport with expectations. Our 
theory and our intuition are confirmed. Scope growth and cost 
overrun are positively and significantly correlated with overall pro-
gram development cost growth.  

The positive coefficients on the complexity-squared term and the 
interaction term suggest that our theory is correct. These positive 
coefficients suggest that complexity by itself and its interactions with 
scope growth do indeed contribute to development cost growth. 

The interpretation of the negative sign on the simple complexity 
variable (e) suggests that there are gains to be had from complexity 
as a result of specialization. These gains actually reduce cost growth, 
on average. This is a slightly surprising finding and requires more 
exploration. 
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To see the relationship between cost growth and both scope growth 
and complexity, I graphed the functional relationship in figure 3 
below. 

Figure 3. The relationship of cost growth, scope growth, and complex-
ity 

Cost curves for different values of scope growth
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Since the measure of complexity is directly and monotonically re-
lated to the number of contract nodes in a program system, I meas-
ured the number of contracts on the horizontal axis. All the curves 
represent cost growth curves holding the cost overrun at m  = 0. This 
is without loss of generality since a similar graph with cost overrun 
held constant at m =1 would just shift all the curves up by a small 
amount equal to the coefficient for the cost overrun variable shown 
in table 4. The basic intuition of the graph would be exactly the 
same. 

The first thing to note is how cost growth is related to the number 
of contracts (program complexity). Looking at the curve when 
scope growth is held constant at 0.2, notice that as you move from 
left to right the cost falls then rises with the increasing number of 
contracts (complexity) in the program. This suggests that at a low 
level of scope growth, cost growth initially falls as complexity in-
creases. This contradicts my working hypothesis. This only lasts up 
to a point however. Then as the number of contracts continues to 

 19 



  

rise, the cost growth rises. This eventual increase of cost growth with 
complexity supports my working hypothesis. 

A possible explanation of this apparent contradiction is that there 
may be initial gains from specialization resulting from comparative 
advantages associated with more specialized components in a sys-
tem. However, these gains are eventually exhausted. At this point 
the additional costs of integration and coordination inherent in a 
complex system begin to predominate. From this point on, an in-
crease in complexity is correlated with an increase in cost growth.  

Second, note the changes in the shapes of the curves as scope 
growth increases. The minimum point for cost growth on a particu-
lar curve shifts to the left as you successively move upward from one 
curve to the next. Eventually, on the cost curve associated with a 
scope growth of 0.8 for example, there is no reduction in cost 
growth. Cost growth rises monotonically for any increase in com-
plexity. This supports my working hypothesis.  

From an inspection of the cost curves shown in figure 3, it becomes 
apparent that the results of the analysis of my model allow me to de-
termine an optimal level of complexity for any given level of real-
ized scope growth. These optimization results are shown in figure 4 
below. 

Figure 4. Optimization results 
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To interpret this graph, pick a level of scope growth. Let us say 
scope growth equals 0.33 (33 percent). To determine the optimal 
number of contracts for such a program, read vertically from 0.33 
until you intersect the step function (since contracts or components 
can only exist in whole numbers). The graph shows that the optimal 
number of contracts in this case is 7. Note that for very high levels 
of scope growth (greater than 0.707), the optimal number of con-
tracts from the government’s perspective is one. For very low levels 
of scope growth (less than or equal to 0.065), the optimal number 
of contracts is 10. In no case is the optimal number of contracts ever 
above 10. This suggests that there is an upper limit on the ideal 
number of contracts, and the ideal number itself depends on the 
level of scope growth realized. 

Now the problem with this is: you don’t know the level of scope 
growth that will occur in a program in advance. However, you 
should be able to form a realistic expectation. Perhaps a good basis 
for forming this expectation is the technical maturity you have as 
you begin your program. It seems to make sense that a higher level 
of technical maturity (TRL) would cause you to expect a lower 
scope growth. This could inform your acquisition strategy as you 
choose the number of contracts to use to manage the program. On 
the other hand, if the technical maturity (TRL) is low as you begin 
your program, you might reasonably expect a large level of scope 
growth in development. This, too, might guide your acquisition 
strategy. I will explore this more fully in the applications section of 
this paper. 

In general though, my results comport well with standard economic 
theory. Depending on the level of scope growth realized, cost 
growth may decline with an increase in complexity as gains from 
specialization predominate. The gains are soon exhausted, however. 
After that point, cost growth increases monotonically with complex-
ity. 

Having thoroughly analyzed the results with regard to statistical sig-
nificance and the sign of the coefficients, I now turn to analyzing 
the relative size of the coefficients. To do this I will use the concept 
of elasticities. The mathematics of elasticities is shown in appendix 
B.  
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To quickly review the intuition behind the idea of elasticities, sup-
pose the elasticity of cost growth with respect to scope growth were 
0.6 at a particular point. That would mean that from that point, a 
one percent increase in scope growth would on average lead to a 0.6 
percent increase in cost growth. The elasticity is a unit-less number 
that allows us to compare elasticities with respect to different inde-
pendent variables. 

I calculated arc elasticities at different points for the elasticity of cost 
growth with respect to complexity, for a given level of scope growth. 
Graphs of families of elasticity curves are shown in figures 5 and 6 
below. 

Figure 5. Elasticities of cost growth with respect to complexity (m = 0) 
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Figure 6. Elasticities of cost growth with respect to complexity (m=1) 
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The above graphs show that for low levels of scope growth (for ex-

For large levels of scope growth (for example scope growth equal to 

I also calculated arc elasticities at different points for the elasticity of 

 

 

 

ample scope growth equal to 0.2), the elasticity of cost growth with 
respect to complexity may be low and even negative at low levels of 
complexity. However, when I look at small increases in complexity 
from larger initial levels of complexity (points further right on the 
graph), the elasticity of cost growth with respect to complexity 
grows.  

0.8), the elasticity of cost growth with respect to complexity may be 
low but it is always positive, for low levels of complexity. Again, as I 
move further to the right on the graph, the elasticity of cost growth 
with respect to complexity grows. This analysis is true whether m = 0 
or m = 1. 

cost growth with respect to scope growth, for a given level of com-
plexity (number of contracts). Graphs of families of elasticity curves 
are shown in figures 7 and 8 below. The variable c in the graphs 
represents the number of contracts in the program (a measure of 
complexity). 
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Figure 7. Elasticities of cost growth with respect to scope growth 
(m=0) 
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Figure 8. Elasticities of cost growth with respect to scope growth 
(m=1) 
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The above graphs show that for low levels of scope growth, the elas-
ticity of cost growth with respect to scope growth is always positive. 
As you move further to the right on the graph, the elasticity of cost 
growth with respect to scope growth approaches 1 in the limit. This 
analysis is true whether m = 0 or m = 1. 
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I computed the semi-elasticity of cost growth with respect to cost 
overrun, since I measure cost overrun with an indicator variable. I 
evaluate that elasticity as a point elasticity evaluated at the median 
cost growth observed in my dataset. The semi-elasticity of cost 
growth with respect to cost overrun is 0.68. This is positive but rela-
tively small. If a program reports cost overrun (as opposed to having 
no reported cost overrun), the total cost growth will on average be 
0.68 percent higher due to the cost overrun, all other factors being 
equal. 

I should add a caution when interpreting the elasticities. Since cost 
growth and scope growth are measured as percents, the elasticities I 
have noted above reflect a percent of a percent.  

Nonetheless, the results above show that in most cases the elastic-
ities have the expected signs. Furthermore, the results show that in 
some cases the elasticity of cost growth with respect to complexity 
may be large (greater than 1). 

In general my model and the results of applying that model to data 
are empirical evidence that increases in complexity either eventually 
or immediately lead to cost growth in programs. The effects of 
complexity impose an upper bound on the optimal number of con-
tracts for a program. Further, the effects of increases in complexity 
on cost growth can be quite large. Finally, my model shows an addi-
tional element of complexity in the interaction effect between com-
plexity and scope growth and the second-order effect of complexity-
squared.  

With the qualifications noted in my analysis above, the evidence 
suggests that my working hypothesis that increased complexity is 
correlated with increased R&D program cost growth is indeed true. 
What is more, I now have a model that I can with some confidence 
use to improve initial cost estimates, taking into account complexity 
and the risk of scope growth. These applications are the subject of 
my next section. 
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Applications 

Simulation 

Armed with a model of cost growth that appears to describe the 
data well, I can construct a simulation to improve on the realism of 
an initial cost estimate of an R&D program. I take as given that the 
cost estimation community is quite good and the rigor of their esti-
mates assure, that ceteris paribus, their initial program cost estimates 
are good. Given that estimate and since I want to develop a man-
agement application for use at or before Milestone B that simulates 
uncertain future development scope growth and pure cost overrun, 
I propose to use Monte Carlo simulation to provide a better feel for 
the risk in that estimate. With this picture of future risk, the deci-
sion-maker should have a better understanding on which to base his 
expectations and to choose a level of acceptable risk. 

The simulation uses the model estimated in the last section. The 
simulation works in Excel and asks the user for two inputs: the ini-
tial independent cost estimate and the number of contracts planned 
in the acquisition strategy for managing an R&D program. 

I model unknown future scope growth as a random variable. My 
sample data suggests that it is likely distributed lognormally. I do 
two non-parametric tests and a q-plot to test this. The results are 
shown in table 5 and figure 9 below. 
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Table 5. Test results of lognormal hypothesis for distribution of scope growth 
Null hypothesis Test p-value Result

Kolmogorov-Smirnov test for 
lognormal distribution

0.089
Fail to reject 

null

Shapiro-Wilk test for 3-
parameter lognormal 

distribution
0.113

Fail to reject 
null

Sample program development 
phase scope growth is distributed 

lognormally

 
 

Figure 9. Q-plot for sample scope growth 
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Table 5 shows that two non-parametric tests suggest that I cannot re-
ject the hypothesis that the sample scope growth is generated by an 
underlying lognormal distribution, at the five-percent level of sig-
nificance. The q-plot shows that the sample data is generally close to 
the straight line of the inverse curve. This suggests visually that 
scope growth is distributed lognormally. 

So I draw from a lognormal distribution in my simulation to get 
scope growth. I draw from a uniform distribution on the unit inter-
val to generate an indicator value (0 or 1) for cost overrun. 

28  



  

I now have all I need to run one iteration of my simulation to gen-
erate predicted R&D program cost growth. I input the data into my 
model, and repeat as many times as I like (the default chosen in the 
simulation I constructed is 10,000 iterations). 

I ran several test simulations to calibrate the model and the parame-
ters of the random distributions from which I got my random draws. 
The purpose of this calibration was to generate simulation data that 
replicated closely the sample statistics of my dataset of 176 pro-
grams.  

Having completed the calibration, I was done constructing the 
simulation. An example output is shown in figure 10 below. 

Figure 10. Development phase cost simulation output 
                                      

Development Phase Cost Simulation 0.043085 0.64132

Initial Cost Estimate 1200

Number of contracts 4

iteratations in simulation 10000

Most frequent cost estimate 1498
50/50 Cost estimate 1860

70/30 Cost estimate 2298

80/20 Cost Estimate 2530

Note: All cost estimates are in millions of $.

Note: Be patient. Simulation may take 30 to 60 seconds to complete.
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To begin the simulation, the user should press the “perform simula-
tion” button. This causes the simulation to present to the user a se-
ries of message boxes asking for user input. For this example, I 
input that I wanted to run 10,000 iterations of the simulation (the 
default entry). When prompted, I then input an initial independent 
cost estimate for the R&D program of $1.2B. When prompted 
again, I then input that the acquisition strategy envisioned using 
four contracts to manage the program. The simulation then took a 
little over 30 seconds to run and produced the display shown above.  

The frequency chart gives a visual picture of the likelihood of dif-
ferent ranges of eventual program costs that includes the effect of 
complexity, the possibility of scope growth, and the possibility of a 
cost overrun. The most frequently observed total realized R&D pro-
gram cost was approximately $1.498B in this case.  

The simulation also displays a cost risk curve in red which is a cumu-
lative distribution curve associated with the sample data generated 
by the simulation. This allows you to calculate risk-adjusted R&D 
program costs that take complexity into account.  

The 50/50 cost in this case was approximately $1.86B. This means 
there is a 50 percent chance the eventual cost will be below $1.86B 
and a 50 percent chance the cost will be above $1.86B. 

The 70/30 cost is $2.298B. This means there is a 70 percent chance 
the eventual cost will be below $2.298B and a 30 percent chance the 
eventual cost will be above $2.298B. 

The 80/20 cost is $2.53B. This means there is an 80 percent change 
the eventual cost will be below $2.53B and a 20 percent change the 
cost will be above $2.53B. 

This gives the decision-maker a robust and realistic picture of the 
cost risk in the R&D program. The simulation incorporates the ag-
gregate behavior of past R&D programs and the role of complexity 
in contributing to cost growth. This application is built on my analy-
sis and the results of that analysis described in the last section. Of 
course the simulation can be modified to provide different displays 
and information to suit the needs of the decision-maker. This par-
ticular simulation is only a prototype to demonstrate the potential 
of simulations to inform the decision-maker and to show how the 
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inclusion of program complexity in the model may improve the 
early cost estimates. 

Span of control 

Another application of my analysis of complexity and cost growth 
relates to span of control. I have always heard that the effective 
manager or leader of an organization should limit his span of con-
trol to 3 to 7 subordinates reporting directly to him. The Economics 
Nobel laureate Herbert Simon has noted that administrative effi-
ciency in an organization depends (among other things) on the 
trade-off between specialization and span of control. He further 
noted that proponents suggest optimal spans of control of 3, 5, 7 or 
even as many as 11. Simon also observed that there was little empiri-
cal support for any of these rules of thumb [7]. 

In a similar vein, the Economics Nobel laureates Ronald Coase [8] 
and Oliver Williamson [9] discuss the issue of the boundary of the 
firm. They suggest there are transaction costs associated with going 
outside the firm to obtain inputs for production. On the other hand 
there are bureaucratic inefficiencies and potential losses of the 
gains from specialization if a firm vertically integrates to make its 
inputs for production internally. These trade-offs are similar to the 
problem the government faces when deciding on an acquisition 
strategy for the architecture of contracts used to manage a program. 

My analysis of complexity and cost growth and the results of that 
analysis suggest, pace Simon, that there is empirical support for the 
span-of-control issue. To illustrate how the results may be used to 
answer the question of the ideal span of control, I will use the dia-
grams in figures 11 and 12 below. 
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Figure 11. Complexity and span of control: example 1 
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In figure 11, suppose the technical maturity for the program causes 
the decision-maker to assess there is enough risk to justify an expec-
tation of scope growth in the program of 0.4 (40 percent). This is 
shown by the vertical red line and is a kind of demand curve for the 
decision-maker.  

Also suppose the decision-maker is limited by personnel constraints 
to build a staff no larger than one required to manage 8 contracts. 
This is a kind of supply curve for the decision-maker. In this case 
the staffing constraint does not bind and the manager can choose 
to optimize his staff to manage 7 contracts. In this case our model 
suggests the ideal span of control is in fact 7. 

Now let me modify my example. It is illustrated in figure 12 below. 
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Figure 12. Complexity and span of control: example 2 
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In this modified example the decision-maker still expects a scope 
growth of 0.4 (40 percent). However this time personnel constraints 
compel the decision-maker to build a staff no larger than one nec-
essary to manage 5 contracts. Now the staffing constraint binds. The 
decision-maker would ideally use 7 contracts but will choose 5 con-
tracts because of his staffing constraint. In this case the “best” span 
of control, all things considered, is 5. 

So, my model provides empirical support for a methodology to 
choose the best span of control for a particular program. Further-
more, it shows how multiple answers to the span-of-control issue 
may be developed and justified. 

Lead System Integrator (LSI) 

Another issue that is related to the span of control issue is whether 
the government should integrate the components of a program it-
self or whether it should rely on a contractor (a prime contractor or 
alternatively a contractor acting as an LSI) to integrate the activities 
of the components of a program.  I will use the diagram in figure 13 
below to illustrate how my model might help answer this question. 
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Figure 13. Lead System Integrator 
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Suppose the level of technical maturity in an R&D program is very 
low. Suppose as a result a decision-maker expects a scope growth of 
0.82 (82 percent). This is illustrated by the red vertical line in the 
above figure 13. In this case, my model suggests that the optimal 
number of contracts is 1. Hence, the government should ideally 
choose to write a contract with a single contractor (either a prime 
or an LSI). 

In general, my model and the empirical evidence suggest an answer 
to the LSI issue. If the expectation of scope growth is very high due 
to low technical maturity, then go with a single prime contractor or 
with an LSI. On the other hand, if the expectation of scope growth 
is low due to high technical maturity, then use my previous span-of-
control analysis to select the best number of contracts to manage 
the program (the best span of control). My analysis and the empiri-
cal evidence suggest that in no case should the number of contracts 
used to manage a program exceed 10.  Beyond 10, the cost of the 
increased complexity is just too high and leads to total program cost 
growth that is higher than it should be. 
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Recommendations 
In light of my analysis and the results I observed, I recommend the 
Navy use the simulation I developed to incorporate the effects of 
complexity into the initial estimation of R&D program costs. 

The results of this research have certainly been encouraging. The 
results provide solid evidence for believing that program complexity 
contributes to cost growth. To improve the research and expand its 
application, I recommend that as much data as is available on TRLs 
be made available to us to demonstrate empirically the conjectured 
link between TRLs (initial technical maturity) and subsequent 
scope growth. Ideally, TRL data from a sufficiently large and robust 
sample size of completed programs would establish that link and al-
low us to model the exact nature of the relationship. This in turn 
could feed the simulation I developed to assess potential cost 
growth risk better. 

In addition we could participate in efforts to define IRLs and the 
SRL better and to help develop metrics. If we could begin to collect 
data on these metrics, we could eventually incorporate these into 
our model of complexity and cost growth as well. 

Finally, we could use the additional data and the analysis of results 
to improve current simulations and potentially construct new ones. 
Such efforts have the potential to significantly improve the realism 
of initial R&D program cost estimates. This could arm the decision-
maker with better information to make better and timelier deci-
sions. 
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Conclusion 
The ultimate purpose of this research project was to begin to ex-
plore the relationship between complexity and R&D program costs. 
I was able to get relevant data on 176 completed R&D programs to 
analyze.  

The working hypothesis was that program complexity was a driver of 
R&D program cost growth. If this turned out to be true, an addi-
tional requirement was to see if there was a way to incorporate this 
relationship between complexity and cost growth into a method for 
improving the realism of initial program cost estimates at or before 
MS B.  

The results of my analysis of a multiple regression model confirmed 
that indeed complexity was a predictor of program cost growth. The 
results were statistically significant. Moreover, I was able to model 
the specific functional relationship between the independent vari-
ables—complexity, scope growth, and cost overrun—and the de-
pendent variable—program development cost growth.  

As a result of this established relationship, I was able to demonstrate 
the feasibility of three applications of my model for improving cost 
estimates. I developed a simulation based on my model to paint a 
more nuanced picture of likely realistic program costs.  

I also developed a method to determine an optimal span of control. 
This is the first time empirical evidence has been shown to support 
commonly held management beliefs about span of control. Third, I 
also developed a method to determine when the government 
should optimally use a single prime contractor or a contractor act-
ing as an LSI. 

In the penultimate section of the paper, I suggested avenues for fur-
ther research. These suggestions include a rough outline of data re-
quirements (at the very least TRLs on a robust and suitably sized 
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sample set of completed R&D programs) and an outline of poten-
tial applications.  

The exploration of the issue of program complexity is exciting re-
search. Working on our own or in tandem with other agencies to 
perform continued research would have the happy advantage of be-
ing both very interesting and potentially very useful to future deci-
sion-makers. 
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Appendix A: Mathematics of the model 
Let scg signify the independent variable of scope growth. Let e sig-
nify the independent variable of complexity measured as the num-
ber of edges plus one. Let m be an indicator variable to measure 
cost overrun. It takes a value of 1 if there has been at least 1 OTB in 
the program. It takes a value of 0 if there have been no OTBs. Let k 
represent a constant (intercept) term. Let β signify the coefficients 
associated with all the variables in the model. Let ε be a random er-
ror term that represents unobserved factors affecting program cost 
growth. The standard assumption is that ε ~ N (0, σ2). Finally let cg 
represent the dependent variable of R&D program cost growth. 
Then the model is: 

2
0 1 2 3 4 5cg scg m e e scg e                    
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Appendix B: Mathematics of elasticities 
Let e1 represent the complexity at point 1. Let e2 represent the 
complexity at point 2. Let cg1 be the cost growth at point 1 and cg2 
represent the cost growth at point 2.  Let scg1 be the scope growth 
at point 1. Let scg2 be the scope growth at point 2. The formulae for 
arc elasticities are then: 

 Elasticity of cost growth with respect to complexity: 

          1 2 1 2( ) (cg e e e cg cg    )  

 Elasticity of cost growth with respect to scope growth: 

    1 2 1( ) (cg scg scg scg cg cg    2 )  

 

Where cgmed  is the median cost growth for the sample population, 
the formula for the point semi-elasticity of cost growth with respect 
to cost overrun is:  ( )(1 medcg m cg )   
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Appendix C: Data tables 
Table 6. Data for complexity analysis 

Program 
Program cost 

growth
Program scope 

growth

Indicator for 
overtarget 
baseline

Complexity Complexity2
Interaction of scope growth and 
complexity (scope growth times 

complexity)

1 1.76 0.48 1 1 1 0.48
2 0.38 0.31 0 7 49 2.17
3 0.55 0.34 0 1 1 0.34
4 1.16 1.09 0 16 256 17.47
5 0.32 0.17 0 1 1 0.17
6 1.05 0.61 0 7 49 4.26
7 0.64 0.64 0 1 1 0.64
8 0.89 0.81 0 16 256 12.94
9 0.04 0.04 0 2 4 0.08

10 0.31 0.17 0 1 1 0.17
11 0.81 0.55 0 1 1 0.55
12 0.52 0.26 0 2 4 0.53
13 2.41 2.33 0 1 1 2.33
14 0.09 0.05 0 37 1369 1.98
15 0.33 0.27 0 22 484 5.99
16 0.55 0.12 1 2 4 0.24
17 0.51 0.30 0 1 1 0.30
18 0.33 0.21 1 37 1369 7.77
19 0.37 0.12 0 2 4 0.24
20 0.23 0.04 1 16 256 0.70
21 1.26 1.00 0 4 16 4.01
22 0.70 0.70 0 2 4 1.40
23 0.30 0.10 0 4 16 0.40
24 0.94 0.52 0 1 1 0.52
25 1.11 1.02 0 1 1 1.02
26 0.18 0.06 0 1 1 0.06
27 0.74 0.41 1 7 49 2.85
28 0.06 0.02 0 4 16 0.10
29 0.57 0.20 0 4 16 0.79
30 0.37 0.20 0 7 49 1.42
31 0.57 0.45 0 4 16 1.80
32 0.31 0.07 0 11 121 0.82
33 0.61 0.15 1 2 4 0.31
34 0.78 0.41 0 16 256 6.61
35 0.76 0.00 0 1 1 0.00
36 0.07 0.00 0 1 1 0.00
37 0.05 0.01 0 2 4 0.01
38 0.24 0.24 0 11 121 2.68
39 0.35 0.35 0 1 1 0.35
40 0.55 0.82 0 1 1 0.82
41 0.08 0.06 0 7 49 0.44
42 0.31 0.08 0 1 1 0.08
43 0.09 0.07 1 67 4489 4.85
44 0.54 0.18 1 4 16 0.73
45 0.50 0.14 1 56 3136 8.00
46 0.34 0.45 0 2 4 0.89
47 6.80 6.28 0 1 1 6.28
48 1.04 0.82 0 2 4 1.65
49 0.34 0.21 0 16 256 3.32
50 0.73 0.63 0 2 4 1.26  
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Table 6. Data for complexity analysis, continued 

Program 
Program cost 

growth
Program scope 

growth

Indicator for 
overtarget 
baseline

Complexity Complexity2
Interaction of scope growth and 
complexity (scope growth times 

complexity)

51 1.28 0.74 1 7 49 5.21
52 0.10 0.72 0 2 4 1.45
53 0.05 0.03 0 7 49 0.20
54 0.33 0.09 1 11 121 0.97
55 3.28 1.97 0 22 484 43.26
56 -0.31 -0.39 0 2 4 -0.78
57 1.02 0.60 1 16 256 9.61
58 6.89 4.54 1 7 49 31.76
59 0.20 0.06 0 4 16 0.23
60 2.10 1.48 1 16 256 23.73
61 0.46 0.46 0 2 4 0.92
62 0.56 0.56 0 1 1 0.56
63 1.58 1.58 0 7 49 11.04
64 0.65 0.03 1 4 16 0.12
65 0.53 0.27 0 4 16 1.08
66 1.18 0.67 1 11 121 7.41
67 0.86 0.91 0 2 4 1.81
68 2.77 2.67 0 11 121 29.35
69 0.83 0.47 0 4 16 1.89
70 2.61 2.55 1 1 1 2.55
71 0.73 0.10 0 7 49 0.68
72 0.09 0.09 0 1 1 0.09
73 0.09 0.09 0 1 1 0.09
74 0.13 0.13 0 2 4 0.27
75 0.02 -0.01 0 7 49 -0.07
76 0.37 0.00 1 11 121 0.02
77 2.56 1.86 1 4 16 7.43
78 0.97 0.93 0 11 121 10.20
79 0.48 0.18 1 7 49 1.29
80 0.32 0.17 1 7 49 1.17
81 0.63 0.48 0 1 1 0.48
82 0.25 0.18 1 7 49 1.28
83 0.73 0.19 0 4 16 0.77
84 0.50 0.37 0 1 1 0.37
85 -0.01 0.05 0 1 1 0.05
86 -0.88 -0.89 0 11 121 -9.77
87 0.79 0.51 1 7 49 3.55
88 0.72 0.03 1 4 16 0.14
89 0.04 0.04 0 11 121 0.43
90 0.25 0.05 0 1 1 0.05
91 1.92 0.18 1 1 1 0.18
92 0.02 -0.01 0 4 16 -0.03
93 2.55 2.22 0 1 1 2.22
94 3.44 3.44 0 1 1 3.44
95 0.64 0.61 1 7 49 4.25
96 0.37 0.11 0 2 4 0.21
97 0.59 0.59 0 11 121 6.49
98 -0.06 -0.03 0 2 4 -0.06

4 16 2.39
100 2.06 1.96 1 2 4 3.93
99 0.92 0.60 0
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Table 6. Data for complexity analysis, continued 

Program 
Program cost 

growth
Program scope 

growth

Indicator for 
overtarget 
baseline

Complexity Complexity2
Interaction of scope growth and 
complexity (scope growth times 

complexity)

101 0.45 0.20 0 2 4 0.39
102 0.32 0.29 0 7 49 2.00
103 1.22 0.74 0 7 49 5.17
104 2.74 2.07 0 1 1 2.07
105 1.14 0.02 1 1 1 0.02
106 0.03 0.00 1 7 49 0.03
107 0.20 0.02 0 1 1 0.02
108 0.00 0.00 0 1 1 0.00
109 0.28 0.28 0 2 4 0.56
110 0.15 0.16 0 16 256 2.48
111 0.03 0.00 0 1 1 0.00
112 0.08 0.06 0 1 1 0.06
113 4.60 4.39 1 1 1 4.39
114 0.17 0.04 1 1 1 0.04
115 0.07 0.00 0 1 1 0.00
116 1.52 1.48 1 2 4 2.97
117 0.08 0.04 0 1 1 0.04
118 0.22 0.00 0 2 4 0.00
119 0.37 0.66 0 1 1 0.66
120 0.36 0.20 0 7 49 1.37
121 0.07 0.04 0 1 1 0.04
122 0.12 0.01 0 2 4 0.03
123 0.10 0.06 0 1 1 0.06
124 0.00 0.00 0 1 1 0.00
125 0.36 0.36 0 16 256 5.79
126 0.88 0.02 0 1 1 0.02
127 0.37 0.23 0 7 49 1.59
128 0.74 0.74 0 1 1 0.74
129 0.52 0.08 1 1 1 0.08
130 0.30 0.28 0 29 841 8.08
131 0.70 0.44 0 2 4 0.88
132 0.40 0.29 0 4 16 1.15
133 0.55 0.33 0 7 49 2.31
134 -0.03 -0.03 0 2 4 -0.06
135 0.00 0.00 0 2 4 0.00
136 0.54 0.15 1 67 4489 9.77
137 0.67 0.48 0 2 4 0.95
138 0.02 0.01 0 2 4 0.01
139 0.47 0.25 1 7 49 1.74
140 0.49 0.28 0 7 49 1.97
141 0.55 0.51 0 11 121 5.66
142 0.09 0.03 0 1 1 0.03
143 0.59 0.01 0 2 4 0.02
144 0.12 0.12 0 2 4 0.24
145 1.74 0.03 0 1 1 0.03
146 0.58 0.04 0 1 1 0.04
147 0.25 0.09 0 1 1 0.09
148 0.25 0.19 0 56 3136 10.79
149 0.49 0.46 0 7 49 3.21
150 1.19 1.11 0 7 49 7.76  
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Table 6. Data for complexity analysis, continued 

Program 
Program cost 

growth
Program scope 

growth

Indicator for 
overtarget 
baseline

Complexity Complexity2
Interaction of scope growth and 
complexity (scope growth times 

complexity)

151 0.03 -0.09 0 2 4 -0.18
152 0.31 0.10 1 11 121 1.08
153 0.63 0.34 0 7 49 2.38
154 1.10 1.07 0 2 4 2.15
155 0.85 0.96 1 7 49 6.75
156 0.16 0.03 0 2 4 0.05
157 0.41 0.22 0 2 4 0.44
158 1.02 0.00 1 1 1 0.00
159 0.12 0.00 0 2 4 0.00
160 0.40 0.27 1 2 4 0.53
161 0.31 0.03 0 1 1 0.03
162 0.00 0.00 0 1 1 0.00
163 1.21 1.07 0 2 4 2.14
164 0.83 0.59 0 7 49 4.12
165 0.42 0.38 0 7 49 2.68
166 0.22 0.13 0 2 4 0.27
167 0.49 0.03 0 1 1 0.03
168 0.36 0.24 1 11 121 2.66
169 0.25 0.25 0 11 121 2.77
170 0.01 0.06 1 1 1 0.06
171 0.00 0.00 0 1 1 0.00
172 0.00 0.00 0 1 1 0.00
173 0.32 0.32 0 1 1 0.32
174 0.25 0.24 0 1 1 0.24
175 0.45 0.35 0 1 1 0.35
176 0.24 0.24 0 2 4 0.47  
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Glossary 
CAS   Contract Analysis System 

CBB   contract budget base 

DoD   Department of Defense 

R&D   research and development 

i.i.d.   independent and identically distributed 

LSI    lead system integrator 

MS B   Milestone B 

IRL   integration readiness level 

OTB   over-target baseline 

PM   project manager 

SRL   system readiness level 

TAB   total allocated budget 

RL    technical readiness level 

 

T
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